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INTRODUCTION 

Millions of Americans, including a large percentage of active military personnel and veterans, are affected by 
three major blinding diseases of the retina and optic nerve: diabetic retinopathy, age-related macular 
degeneration, and glaucoma. These diseases typically affect the elderly, but a significant number of young 
people also fall victim.  As a result of current advances in surgical and pharmacologic therapeutics, vision loss 
due to all these diseases can be halted or even reversed if the disease is detected early. New advanced detection 
methods are available, but are only interpretable by very experienced specialists. The goal of this research is to 
advance the frontiers of a promising imaging technology called optical coherence tomography (OCT), 
developing advanced instrumentation and new software applications to enable high resolution evaluations of the 
retina and optic nerve that could be easily performed by non-physician health care professionals. In addition to 
on-site use, such techniques could be further applied for telemedicine transmittal of images (from the battlefield 
or other remote sites) for further evaluation by specialist ophthalmologists. The hypothesis to be tested is that 
advancements in OCT technology will enhance military and nonmilitary ocular health capabilities. The three 
specific research objectives are as follows: 1) Develop methods for accurate vertical alignment and matching, 
including the overlay of a color or red-free, fundus photograph on an OCT image for registration.  2) Develop 
the mathematical algorithms to analyze and quantify OCT datasets automatically. 3) Further improve the 
resolution of the spectral OCT, correlate images with pathology, and develop algorithms for 3-D visualization 
of datasets. 
 
BODY 

Task 1. Development of algorithms for quantitative evaluation of retinal pathology and for monitoring 
disease progression and response to treatment. 

a. Develop 3D segmentation algorithm for quantitative mapping of the retinal thickness using current 3D OCT 
data for normal and diseased human eyes. 

The development of high-speed spectral-domain OCT systems allows for the introduction of new imaging 
modalities, including the acquisition of three-dimensional datasets. Detailed information about the retinal 
structure over large areas is encoded in these 3-D datasets. A crucial challenge to exploiting the full potential of 
retinal OCT imaging is the ability of extracting reliable, quantitative information from the scans. Our efforts 
towards providing an answer to this question are an important component of the research supported by the 
grant. In particular we developed, implemented and validated 3D segmentation algorithms to map the retinal 
geometry from the OCT datasets. One of the main products of the segmentation is the measurement of retinal 
thickness. Such measurements provide the framework for the quantitative evaluation of retinal pathology. 
Multimodal registration between OCT fundus reconstructions and other en face retinal images (i.e. fundus 
photography, fluorescein angiography, fundus autofluorescence) gives us the tools to map the precise retinal site 
corresponding to each image pixel and track a specific location over time (across successive datasets). This 
provides an unprecedented ability for monitoring disease progression and response to treatment. This type of 
information could prove very valuable to the physician in formulating clinical decision as well as for improving 
the understanding of pathological processes. 

The first step involved developing image processing software to perform tasks such as feature recognition and 
edge segmentation. There are several issues that make segmentation of OCT images very difficult in general. 
Some of the main complications that one needs to overcome are the presence of speckle noise, the relative low 
contrast and signal to noise ratio in a OCT image compared to x-ray CT and MRI imaging, and the large 
variability of retinal features’ appearance, especially in the presence of pathology. The difficulty in extracting 
quantitative information from OCT images is well illustrated by the problems with the commercial OCT 
instrument (StratusOCT, Carl Zeiss), whose retinal thickness analysis has been shown to generate a large 
number of artifacts. An additional problem in 3D spectral-domain OCT imaging is the very big size of the 
datasets. The very large number of A-scans to be analyzed (>40000) greatly restricts the acceptable rate of 
failure of the algorithms to be used, before errors become clearly evident. Also the computational power/time 
needs of potential algorithms need to be taken into careful consideration.   
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The algorithms developed by our group allow us to reconstruct the three dimensional geometry of the patient’s 
retina. In particular we can visualize the geometry of the internal limiting membrane (ILM) and the retinal 
pigment epithelium (RPE) as surfaces in a three dimensional space. In Fig. 1, we show this construct for the 
retina of a patient suffering from non-exudative age-related macular degeneration (AMD). Retinal thickness 
maps, i.e. the distances between ILM and RPE, can be then computed and visualized. The retinal thickness 
maps we can generate from SD-OCT images are vastly more detailed, accurate, and reproducible than those 
available with StratusOCT or any other current imaging technology. 

Spectral-domain OCTs can generate 3D datasets 
covering large retinal areas.

OCT fundus reconstruction. It allows scan 
registration as well as quality assessment.

A typical scan consists of a raster of equally spaced 
B-scans covering a square region.

Segmentation algorithms can be used to 
reconstruct the retinal geometry and 
create thickness maps. 

Retinal Thickness Map
RPE

Total Retinal Thickness

ILM

}

 
Fig. 1 Our analysis of OCT datasets. 

The algorithms we developed are based on an iterative architecture, where an initial guess is successively 
evaluated and improved upon, according to a set of principles that may be tailored to the specific structure to be 
analyzed and/or the particulars of the disease model of interest. The general design of the algorithms is 
described in the following flowchart (Fig. 2).  

We will assume here that we are dealing with an OCT dataset acquired using a raster scan consisting of dA × dH 
× dV data points, where dA is the A-scan size, dH is the number of scans in each B-scans, and dV is the number of 
B-scans in the raster scan. The OCT dataset is then a dA × dH × dV dimensional array A(i,j,k), where the pixel 
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indexes are equivalent to a system of 3-dimensional Euclidean orthogonal coordinates. The main output consists 
of two dH × dV arrays representing the ILM and the RPE positions, i.e. the ILM(j,k) entry is an integer giving the 
pixel number in the A-scan A(.,j,k) corresponding to the ILM leading edge.  

 

Fig. 2. Basic Structure of the Algorithm. 

The first step consists of some preprocessing the OCT data, whose main purpose is to reduce the amount of 
speckle noise and then computing some basic statistical characteristics of the remaining noise process. Also 
some signal-level normalization is achieved. 

At this point a quick analysis of each A-scan is carried out to produce an initial estimate for the ILM and RPE 
arrays. While it would of course be desirable to achieve the correct segmentation already at this stage, our 
approach only requires that this initial estimate be “mostly correct”. This is actually the main assumption behind 
the design of the algorithm: if at least a sizable percentage on the boundaries can be quickly estimated in a 
correct manner (and if we can recognize this correct region), then we can focus our computational resources 
effectively on the “bad regions” to improve the result.  

An iteration loop is therefore set up where the algorithm repeatedly improves the segmentation results by 
selecting “bad regions” where the current segmentation is “suspect” and analyzing these bad regions more 
carefully. The process stops when either there are no bad regions left or the algorithm has traversed a preset 
maximal number of loops. The routines which decompose a given segmentation in good and bad regions, and 
the routines that analyze and correct the segmentation on the bad regions, are the computational core of the 
algorithm. They strive to encode a series of hypotheses as well as a fair amount of empirical knowledge on the 
anatomy and geometry of the retina. The concentration of this knowledge into a suitable set of mathematical 
conditions which do a good job of discriminating problematic areas in the segmentation, and work well across a 
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very wide spectrum of retinal conditions, is the crucial task to be achieved. We believe our choices can be 
shown to perform quite successfully.  

 

 

 

Fig. 3. Segmentation result for a human retina with RPE detachment. Left: 3D view of the 
segmented ILM and RPE; Center: 3D view of the segmented RPE; Right: the calculated retinal 
thickness map. 

 
We have focused so far on tools that describe the ILM and the RPE, i.e. the inner and outer boundaries of the 
retina. However, these algorithms could be generalized to provide quantitative information about the damage to 
different biological layers caused by the diseases, like for instance the nerve fiber layer (NFL), the ganglion cell 
layer (GCL), or the photoreceptors. The ability to accurately measure such retinal structures would likely 
further our understanding of the progression of various retinal diseases. 

b. Develop 3D registration algorithm for monitoring disease progression and response to treatment using 
current 3D OCT data. 

Multimodal and intra-modal retinal image registration is important to clinical diagnosis and treatment. 
Currently, there are several types of retinal imaging modalities, including OCT, fluorescein angiogram, fundus 
autofluorescence imaging, and color fundus photography. Different types of imaging reveal different 
characteristics the retina by using different contrast mechanisms, which provide complimentary localized 
information of the retina. At the same time, retinal images taken at different time can reveal the progression and 
the response to treatment of retinal diseases. We have developed an effective algorithm to register the various 
types of fundus images: OCT fundus images taken at different times and OCT fundus images to color fundus 
photograph of the same eye. 

Registration methods usually consist of several steps [1-3]: feature detection; transform model estimation; 
optimization function design; and optimization strategies. We do not choose intensity-based feature for 
multimodal image registration because even for intra-modal retinal images, intensity can change due to changes 
in imaging parameters. For retinal image registration, blood vessel patterns [4,5] can be taken as a relatively 
stable feature. Some papers use the vascular landmarks [6,7], like bifurcations and crossovers [8]. However, for 
low quality images or images with disease, it is not easy to detect bifurcations and crossovers.  

Here, we use blood vessel ridges as a specific feature [9]. Defined as points where the image has an extremum 
in the direction of the largest surface curvature [10], ridges are a natural feature of blood vessels and are usually 
approximately center lines of blood vessels. By using ridges we can avoid the problem of determining the whole 
blood vessel area, which not only saves computation time but also avoids the potential bad effect of imprecisely 
detected vessel area on registration.  

Among different transformation models, like translation, affine, and quadratic models [5, 6], affine 
transformation is relatively simple while generating acceptable results: 
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)where, the point  in one image will be transformed to ( yx, ( )yx ′′,  in the other image by the affine 

transformation matrix , which includes the combination of translation, rotation, shearing and 

scaling. In the transformation matrix,  and  are translation parameters, , , , and  are 
parameters related to shear, rotation and scale. We use the affine transformation model in our retinal image 
registration algorithm. 
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Optimization function is to evaluate the similarity between a pair of images. For intensity based matching [1], 
correlation, mutual information, and Fourier transformation can be used as an optimization function. For 
registration with points as features [7, 5], distance is a good similarity measurement. In literature there are a lot 
of similarity functions [11-13] to compute distance between points.  

After the optimization function is chosen, we need to choose a proper optimization strategy [2]. Here, we focus 
on optimization strategies using points as features, since our algorithm uses vessel ridges as features. Ref. 6 
used a hierarchy of models, a random sampling search technique and iteratively-reweighted least-squares to 
estimate the quadratic transformation. A dual-bootstrap iterative closest point algorithm is used in Ref. 7. 
Usually initialization does not yield points suitable for global optimization except for some local area, so it is 
not necessary to match all the points. Since the alignment in the small initial region is reasonably accurate, it 
helps to expand registration area gradually. Ref. 5 used brute force search to get translation estimation, then 
estimated the affine or quadratic transformations by iterative closes point algorithm. The test fundus images are 
at a similar scale. 

Our algorithm adopts vessel ridges as features. For different fundus images, they have different resolutions. 
According to the resolution parameters, we rescale fundus vessel ridge images to a similar scale. Brute force 
search is first used to estimate the translation parameters and scale parameter. Then the translation and scale 
estimation with the largest similarity is taken as the initialization of the iterative closes point algorithm (ICP) to 
get a more accurate transform. Experiments show that affine transform works well.  

Three steps were taken in the registration algorithm: 

Step 1: Vessel ridges are detected for different fundus images. 

Step 2: Brute force search is used to estimate the translation parameters and scale parameter. For different types 
of fundus images, rescale parameter and the size of the matching area are estimated as input parameters. 

Step 3: With the estimation of translation and scale parameters, the iterative closest point algorithm (ICP) is 
used to find a more exact affine transform. 
 

Fig. 4 test registration result for OCT fundus image vs OCT fundus image. The images were 
taken separately in the same day for a patient. a) base image. (b) test image. (c) the 
registration of detected blood vessel ridges for the two images. (d) registered test image. 

 
 shows the registration result for an OCT fundus image vs. OCT fundus image. The OCT images were acquired 
with Carl Zeiss’ Cirus separately in the same day. Fig. 5 shows the test result for another patient imaged at 
different dates. Fig. 6 shows the comparison of registration algorithms based on intensity with that based on 
blood vessel ridges. We can see that the feature of vessel ridges is more stable than that of intensity. We used 
ImageJ software in Ref. 14 to register the two examples for comparison because our registration algorithm can 
not be applied to intensity based registration. Fig. 7 shows the test result fro registration of the OCT fundus 
image on the color fundus photo. 
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(b) Test image (a) Base image 

(d) Registration result. (c) The registration of detected blood 
vessel ridges for the two images. 

 
Fig. 4 test registration result for OCT fundus image vs OCT fundus image. The images were 
taken separately in the same day for a patient. a) base image. (b) test image. (c) the 
registration of detected blood vessel ridges for the two images. (d) registered test image. 
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(b) Test image (a) Base image 

(d) Registration result. (c) The registration of detected blood 
vessel ridges for the two images. 

 
Fig. 5 test registration result for OCT fundus image vs OCT fundus image. The images were 
taken at different dates. 
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(b) The base image is under the registered 
test image based on intensity by ImageJ 
software. We can see clearly the deviation 
of corresponding vessels. 

(a) Base image 

(c) The base image is under the registered 
test image based on vessel ridges by 
ImageJ software. 

Fig. 6 Comparison of registration algorithms based on intensity with that based on blood 
vessel ridges. We can see that the feature of vessel ridges is more stable than that of intensity. 
We used ImageJ software in Ref. 14 to register the two examples for comparison because our 
registration algorithm can not be applied to intensity based registration.  
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(a) The registration result. The OCT fundus image is 
superimposed on the color fundus image.  

(b) The registration of detected blood 
vessel ridges for the two images. 

 
 

Fig. 7 test registration result for OCT fundus image vs color fundus photo.  

 

c. Test the accuracy of the segmentation algorithm by comparing the segmentation results done by the 
algorithm and by experts, respectively. 

The performance of a segmentation algorithm like the one described here can be judged in terms of two 
important measures: accuracy and reproducibility. These characteristics are not necessarily related and are both 
important for clinical applications. Also algorithms’ performance should be evaluated on the full range of 
pathologies presented in the patient population. The accuracy of any new algorithm has to be tested by 
comparing the retinal boundaries generated by the algorithm with boundaries manually generated by an expert, 
e.g. a clinician or a pathologist who is familiar with OCT image interpretation. This information can be used to 
evaluate the performance of the algorithms, as well as to quantify further improvements. Testing the 
reproducibility involves scanning a given set of eyes repeatedly. Because it is often difficult to image exactly 
the same retinal area every time, the ability to perform image registration becomes an important component of 
assessing the reproducibility of measurements in the context of spectral domain OCT. 

For the analysis of the segmentation algorithm’s performance we focused on raster scans covering a 6x6x2 mm 
volume and acquiring either 200x200 A-scans equally spaced on the retina or 512x128 A-scans covering the 
same region. Automated segmentation of the internal limiting membrane (ILM) and anterior retinal pigment 
epithelium (RPE) boundaries generates surfaces in 3-D space and retinal thickness maps. 

132 eyes from patients imaged at Bascom Palmer were randomly selected representing the full range of retinal 
diseases. Also included were 12 eyes of normal volunteers. For each eye a SD-OCT dataset was entered in the 
study. The OCT datasets were divided amongst three retina specialist, who traced manually the ILM and RPE 
boundaries a number of predetermined B-scans. These manually drawn boundaries were then compared 
pointwise with the results of the automated segmentation.  

The statistical distributions of the differences (pixelwise) between the manual and automated segmentations are 
described separately for ILM and RPE, for both normal eyes and eyes with disease. In addition to these error 
probability distributions, we defined a threshold for registration failure. A computer generated boundary was 
considered a failure if its distance from the corresponding “true edge” was above 20 pixels at least 10% of the 
time. Of course any such failure criteria are somewhat arbitrary, nevertheless we believe it come close to 
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capturing a clinical judgment about the usefulness/appropriateness of a given segmentation result. Two 
particular examples of algorithm failure are shown in Fig. 8. 

 

 
 

Fig. 8 Two B-scans showing failures of the RPE segmentation. Failures can be fairly subtle (example on 
the left) in the example on the right, or sometime substantial. 

 
Normal subjects are of course the simplest case. The anatomical concepts are very clear, image quality tends to 
be good, and segmentation in this case is relatively easy. The segmentation algorithm did not fail on a set of 36 
B-scans from 12 eyes. The difference probability distributions, shown below in Fig. 9, are very tight with means 
close to zero. The standard deviation is somewhat higher for the RPE than for the ILM, reflecting the fact that 
identifying the ILM boundary is in general a more straightforward task. 
 
 

 
 

Fig. 9 Accuracy results for normal eyes. 
 
Our sample of patients’ eyes is meant to be representative of what is typically imaged at the Bascom Palmer 
retinal clinic. These are randomly chosen eyes presenting a full range of pathologies. No special provision was 
made to eliminate scans with less than optimal image quality. The idea was to obtain results which would 
evaluate the performance of the algorithm in a setting similar to what clinicians would actually see in a busy 
tertiary care center. While the presence of pathology clearly affects the performance of automated segmentation, 
the probability distributions remained quite narrow in all cases. 
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Fig. 10 Accuracy results for eyes with disease. 
 
The variance of distribution of differences is larger by a factor roughly equal to three. The segmentation of the 
RPE shows a tendency to be slightly biased towards positive errors (i.e. the automated segmentation is more 
often below the manually drawn curve). On both scan patterns the ILM segmentation failed on ~ 5% of the B-
scans, while the RPE failed on ~ 15% of the B-scans. It is important to keep in mind that it is often difficult to 
identify retinal structures (in particular the “RPE”) in the presence of pathologies (as a matter of fact it is often 
misleading to even use the word RPE to describe what is really an outer retinal edge. In many cases the actual 
RPE can be compromised and/or missing). Even the retinal experts could not sometime agree to a “right” 
position for the outer retinal edge. Therefore the results shown in Fig. 10 are quite encouraging. 

The reproducibility of the retinal thickness measurements is estimated by computing the standard deviation, 
both pointwise and averaged over regions, of registered thickness maps. Variations in OCT measurements are in 
general due to several factors. Datasets acquired with the new SD-OCT instruments can in principle be 
registered using the OCT fundus images, therefore minimizing the component of variation due to eye 
movements as well as scan aiming/patient fixation problems. 
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Fig. 11 Registration of OCT images can be needed to analyze reproducibility: the left eye of a patient 
was imaged three times over two months. Clearly the scans do not overlap exactly. 

 
Reproducibility is excellent in normal subjects. In this case the retinal thickness changes continuously and the 
thickness maps can be registered in an effective manner. We see in Fig. 12 a typical example where five 
separate OCT datasets of a normal eye were acquired and compared after registration. The pointwise standard 
deviation map shows that at most pixels the standard deviation of the five thickness measurements is well below 
5µm (and always below 8µm). The average standard deviation is 2.52 µm. 
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Fig. 12 Reproducibility for a normal eye. 

 
 

Fig. 9.  
Fig. 13 Reproducibility for an eye with AMD. 
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In the presence of pathologies the reproducibility of thickness measurements might deteriorate somewhat. The 
sharp, localized changes in thickness maps due to drusen, for instance, can increase the standard deviation as we 
see in Fig. 13. This effect may be partly due to difficulties with the registration, which in this case is particularly 
important and may not be as good as one would like. It should be noted that both the average thickness map and 
the standard deviation map show some black area along the left and lower edges. These are the areas where the 
three dataset fail to overlap. It might also be remarked that, while the pointwise standard deviation map show 
small areas with relatively large standard deviation values, the qualitative look of the three thickness maps is 
very close. For most clinical purposes average retinal thickness values over regions of interest might be the 
relevant measurement. For instance physicians are familiar with the ETDRS grid which defines nine regions 
bounded by three concentric circles (Fig. 10). When using the ETDRS grid to produce average retinal thickness 
values, the scans in Fig. 9 show a very high degree of reproducibility. 
 

 
Fig. 14 Average thickness and standard deviation over the 9 ETDRS regions for the eye in Fig. 13. 

The 3D datasets generated by our SD-OCT instrument can be automatically analyzed with the segmentation 
software we developed. This allows us to generate thickness maps consisting of 40000-70000 data points 
distributed over a square region of the retina. This wealth of sample points creates images that can accurately 
describe even small features.  

The boundaries selected from the automated algorithm are generally in very good agreement point-wise with 
the manually drawn boundaries. In particular on diseased eyes these lines are within 20µm of each other on well 
over 90% of pixels about 85% of the times. It should be kept in mind that many of these eyes were seriously 
diseased, poor image quality was not an exclusion criteria, and different retinal specialists were often at odds on 
where boundaries (especially the RPE) should be drawn. The standard deviation of the probability distribution 
for the errors was below 10 µm, when controlling for outliers. 

The variance of the segmentation of different scans of the same eye was measured at every pixel after the 
images were registered. This point-wise variance, as well as the mean variance, was typically well below 5 µm. 

Task 2. Develop ultra-high resolution ophthalmic OCT system. 
A high-speed high resolution 3D SD-OCT was built. A schematic of the experimental system for the 
preliminary studies is shown in Fig. 15. In the SD-OCT system, the low-coherence light from a three-module 
superluminescent diode (T-840 Broadlighter, Superlum Diodes Ltd. Moscow, Russia) with center wavelength 
of 840 nm and FWHM bandwidth of 100 nm is coupled into an optical fiber-based Michelson interferometer. In 
the sample arm, the sample light is delivered to the retina by a modified optical head of an OCT 2 system (Carl 
Zeiss Meditec Inc., Dublin, CA). The power of the sample light was lowered to 750µW by adjusting the source 
power to ensure that the light intensity delivered to the eye was within the ANSI standard. In the detection arm, 
a spectrometer consisting of a collimating lens, a transmission grating (1200 line/mm), a multi-element imaging 
lens (f = 180 mm), and a line scan CCD camera (Aviiva-SM2-CL-2014, 2048 pixels with 14 micron pixel size 
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operating in 12-bit mode) was used to detect the combined reference and sample light. The calculated spectral 
resolution of the spectrometer was 0.055 nm, which corresponds to a detectable imaging depth range of 3.1 mm 
in air. OCT scans consisting of a total number of 65536 depth scans (A-scans) takes 2.7 seconds. An image 
acquisition board (NI IMAQ PCI 1428) acquired the image captured by the camera and transferred it to a 
computer workstation (IBM IntelliStation Z Pro, dual 3.6 GHz processor, 3 GB memory) for signal processing 
and image display. A complete raster scan consisting of 128 × 512 scanning steps took about 2.7 seconds when 
the A-line rate of the OCT system was set to be 24 kHz. At this operating condition, the measured sensitivity 
was about 95dB. 

 
Fig. 15. Schematic of the preliminary experimental system. SLD: superluminescent diode 
(Broadlighter, Superlum Diodes Ltd, Moscow, Russia); PC: polarization controller. The 
spectrometer consists of a f=50 mm collimating lens, a 1200 line/mm transmission grating and a 
f=200 mm imaging lens. The CCD camera is a 2048 element linear array with 14 µm element size 
(Aviiva-M2-CL-2014, Atmel, USA). 

Calculation of the OCT signal 
In spectral-domain OCT, the combined back-reflected sample and reference light in a Michelson interferometer 
is detected by a spectrometer together with an array detector (usually a CCD camera). The following analyses 
assume that a linear array detector is used whose elements are aligned in the direction along which the spectrum 
is spread in the spectrometer. We also ignore the polarization effects in the interference between the reference 
and sample light without losing the generality of the analysis. The signal detected by the array detector is called 
a spectral-domain signal to distinguish it from the time-varying signal detected in a conventional time-domain 
OCT. The light intensity incident on each element of the line scan camera is proportional to the spectral density 

)(νdG  of the combined reference and sample light, which can be expressed as 
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where ν is the light frequency; Rn is the normalized intensity reflection representing the contribution to the 
collected sample light by the nth scatterer; )(νsG  is the spectral density of the light source; the reflection of the 
reference arm is assumed to be unity; distances are represented by propagation times nτ , mτ  of the light 
reflected by the nth and mth scatterers in the sample and rτ  reflected by the reference mirror in the reference 
arm and summation is across all axial depths in the sample beam.  

The spectral-domain signal can be transformed to the time-domain by using the Wiener-Khinchin theorem [15]:  
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)]([)(*)()( 1 νττ sGFTtutu −>=+=<Γ  (2)

where )(τΓ is the autocorrelation function of the source light;  is the amplitude of the electric field of the 
light; the angle brackets denote integration over time and 

)(tu
1−FT  denotes the inverse Fourier transform. By taking 

an inverse Fourier transformation of Eq. (1), we obtain the time-domain intensity signal: 
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In Eqs. (1) and (3), the third terms are the mutual interference for all light scattered within the sample expressed 
in the frequency domain and the time domain, respectively, and the last terms contain the interference between 
the scattered sample light and the reference light from which an OCT A-scan is calculated [16]. 

The discrete Fourier transformation that yields Eq. (3) requires even sampling inν . In a spectrometer, however, 
the spectrum is evenly spread along the wavelength (here we do not consider the nonlinear terms, detailed 
analysis of the wavelength distribution will be discussed in 0) and the acquired raw spectrum must be 
interpolated to get the correct OCT signal.  

Calculation of the OCT fundus image [17] 
The contrast in a SLO image is provided by the lateral distribution of  across the retina. To construct a 
fundus intensity image from the OCT data set we need to extract the intensity term ∑  that is contained in 
both the second and fourth terms of Eqs. (1) and (3). There are multiple methods for extracting the intensity; the 
method selected for a particular application will depend on desired speed and accuracy.  

∑ nR

nR

One method is to use the non-interference terms in the frequency domain to construct the intensity image. We 
noticed that the cosine terms in Eq.(1) have many cycles across the spectrum and will sum to (approximately) 
zero, leaving only the constant terms.  As a result, when we sum Eq. (1) across v, we have 

⎟
⎠
⎞⎜

⎝
⎛ += ∑

n
nsv RGyxF 1),(1 , (4)

where Fv1(x,y) is the output of the processing method for an A-line at lateral scan point (x, y) on the fundus  and 
sG  is the total source power.  

Another method to derive the fundus intensity is to use the fourth term of Eq. (1) by separating the oscillatory 
component of Eq. (1) from the slow variation and recognizing that, for retina and other low reflectance samples, 
the third term is small relative to the fourth term. One way to achieve this is first to remove the low frequency 
component in Eq. (1) by high pass filtering the detected spectrum, then squaring the remaining oscillatory 
component and summing over the spectrum. The result can be expressed as 

[ ]{ } , 4)(2cos)(2),(
22
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where  is the intensity calculated in the frequency domain, which can be displayed directly to produce 
an intensity image. According to Parseval’s theorem, 

),(2 yxFv

),(),(2 yxFyxF tv =  where  is the intensity 
calculated in time domain.  can be acquired from the calculated OCT signal in Eq. (3) by squaring and 
summing the values at all axial positions except those near 

),( yxFt

),( yxFt

0=τ . We have 
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τττ
n

rnnt RyxF . (6)

Wavelength distribution in the spectrometer 

In a spectral-domain OCT system the accuracy of the wavelength distribution in the spectrometer can severely 
affect the depth resolution of the system and the signal to noise ratio (SNR). Therefore, calibration of the 
wavelength distribution in the spectrometer is one important step for achieving depth resolution close to the 
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theoretical prediction [18]. Fig. 16 shows the simulation results on the effect of wavelength distribution error in 
the spectrometer on the depth resolution in spectral-domain OCT. Two boundaries with different reflectivity 
were simulated as the sample. Fig. 16a shows the situation when there is no error in the wavelength distribution. 
Fig. 16b shows the situation when the nonlinear terms in the wavelength distribution exist but were omitted. 
The resulted depth dependent resolution distortion can be clearly seen in the figure. 

(a) (b) 

Fig. 16. Simulation of the effect of error of wavelength distribution in the spectrometer on the depth 
resolution in spectral-domain OCT. Two boundaries with different reflectivity were simulated as the 
sample. (a): there is no error in the wavelength distribution; (b): the nonlinear terms in the wavelength 
distribution exist but were omitted. We can see clearly the depth dependent resolution distortion in (b).  

The theoretical wavelength distribution in the spectrometer can be worked out using Fig. 17a. The grating 
equation for the first order diffraction can be expressed as 

)sin(sin ii dd θθθλ ++= , (7)

where θi is the incident angle for the transmission grating; θi+ θ is the diffraction angle for wavelength λ; d is 
spacing of the grooves of the grating. Assuming that the center wavelength of the light source falls on the center 
pixel of the CCD camera the wavelength distribution on the CCD camera can be expressed as 
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where λ0 is the center wavelength of the light source; x is the distance on the CCD imaging plane from the 
center; f is focal length of the imaging lens; a1, a2, and a3 are coefficients for the first order, second order, and 
third order terms; xd and Vm are the pixel number and the maximal pixel number of the CCD camera, 0≤ xd ≤ Vm. 
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(a) (b) 
Fig. 17. (a) Illustration of the light diffraction in the spectrometer. θi is the incident angle of the 
incoming light. The configuration of the system meets the Littrow condition. θ is the diffraction angle 
in reference to the center wavelength. (b) An example for the spectromerter calibration: the position 
for each atomic line predicted by the theoretical model (*) was compared with the measured spectrum 
of a Neon spectral lamp. 

Fig. 17b shows one example of the spectrometer calibration using a Neon spectral calibration lamp (6032, 
Newport Corporation), where the position of each atomic line predicted by the theoretical model (* in the 
figure) was compared with the measured spectrum of the lamp. In this example the measured position of each 
atomic line of the spectral lamp matched the theoretical model preferably. When errors occur, the coefficients 
a1, a2, and a3 need to be tuned. 

To further eliminate any effect from the possible residual error in the wavelength distribution after calibration 
with the spectral lamp a method reported in by C. Dorrer [18] will be employed. Namely we can use a mirror in 
the sample arm and measure the spectral interferogram with different delays. By curve fitting on the phase 
differences for different delay differences the non-linear term in the wavelength calibration error can be 
extracted and then eliminated during signal processing for OCT imaging. 

Dispersion compensation 
Dispersion is caused by the dependence of the refractive index of the optical medium on the optical frequency. 
In a dispersive optical medium light of different wavelengths travels at different speed. Dispersion mismatch 
between the sample and reference arms in an interferometer causes distortions to the point spread function, then 
the depth resolution, of the system. Dispersion between the two arms in an interferometer needs to be carefully 
matched in the entire bandwidth of the broadband light source in order to achieve optimal depth resolution in an 
ultra-high resolution OCT [19]. Dispersion in the sample arm in retinal OCT imaging is predominantly 
attributed to the media in front of the retina including the ocular tissue and optical materials in the sample arm. 
As a result, dispersion variation in the entire imaging range is negligible [20].  

In spectral-domain OCT dispersion mismatch between the sample and reference arms can be compensated 
during signal processing. The phase of the interferogram for each axial scan can be expressed as  

3
03

2
02010 )()()()( ωωωωωωω −+−+−+Φ=Φ ccc , (9)

where 0ω  is the center angular frequency of the light source. The first order term (the second term) is the OCT 
signal. The second and third order terms (the third and fourth terms) are caused by the second and third order 
dispersion mismatch between the two arms. To compensate for the dispersion mismatch we can construct a 
complex compensation phase function: 
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After removing the DC terms in the detected interferogram expressed in Eq. (1) we multiply the signal with 
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where we omitted the initial phase. When  and , by taking the inverse Fourier transformation we 
have 
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The first term in the expression is the dispersion free OCT signal while the second term is the mirror image in 
which the dispersion is doubled. With this method the real image is compensated for the dispersion mismatch 
while the mirror image is blurred, which has the additional advantage for discriminating the real image from its 
mirror for the operator.  

An iterative algorithm similar to the one used by M. Wojtkowski et al [20] for finding the correct coefficients 
for  and  will be used. The task of the algorithm is to find the two coefficients that make the 
energy in each axial scan the most concentrated, i.e. the image is the sharpest. The flowchart for the procedure 
of dispersion compensation is shown in Fig. 18. In the procedure the last zero padding is to ensure that after the 
inverse Fourier transformation the pixel spacing is smaller than half of the designed depth resolution. The 
algorithm eliminated the process for calculating the phase of the signal thus avoided the possible unwrapping 
error. 

'
22 cc = '

33 cc =

 
Fig. 18. Flow chart for the iterative dispersion compensation procedure. The iteration 
continues until the OCT signal is the sharpest measured with the sharpness metric. Usually 
the processes for finding the second and third order compensation coefficients are separated. 
The last zero padding is to ensure that after the inverse Fourier transformation the pixel 
spacing is smaller than half of the designed depth resolution. 

As shown in Fig. 19, the calibrated depth resolution is 3.8 µm in air and ~3µm the tissue, which was corrected 
with the refractive index of biological tissues (~1.4). 
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Fig. 19. measured spectrum of the light source and the point-spread function of the ultra-high 
resolution OCT. 

Test the OCT system on normal human eye 

The OCT system was tested on imaging normal human eye (the PI’s eye). Fig. 20 shows the OCT image of a 
normal human retina. From the image we can see that all the sub-retinal layers can be seen clearly, which 
demonstrated the resolving capability of the ultra-high resolution OCT system. 

 

 

Fig. 20. OCT image of the normal human retina. 

 

 

 

 

 

By adding switchable optics in the sample arm, the OCT system was capable of imaging both the anterior 
segments and the retina of the eye. Fig. 21 shows the acquired images of the cornea and conjunctiva of a normal 
eye with contact lenses. By adding artificial tears and after several blinks the OCT system can not only reveal 
the pre-lens and post-lens tear films but also all the details of the anatomy of the cornea: the corneal epithelium, 
basal cell layer, Bowman’s membrane, stroma, and endothelium. 
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Fig. 21 OCT images of the anterior segment of the eye. (a) a magnified view of the cornea 
with soft contact lens; (b) image of the conjunctiva with soft contact lens. 

 

KEY RESEARCH ACCOMPLISHMENTS 

 Developed methods for accurate vertical alignment and matching, including the overlay of a color or 
red-free, fundus photograph on an OCT image for registration.  

 Developed the mathematical algorithms to analyze and quantify OCT datasets automatically including 
3D segmentation algorithm for quantitative mapping of the retinal thickness using 3D OCT data for 
normal and diseased human eyes. 

 Tested the accuracy of the segmentation algorithm by comparing the segmentation results done by the 
algorithm and by experts, respectively. 

 Further improved the resolution of the spectral OCT. The developed OCT system has a depth resolution 
of ~3 µm in tissue and is capable of resolving all the sub-retinal features of the retina. 

 

REPORTABLE OUTCOMES 

Journal article  
1). H. Wehbe, M. Ruggeri, S. Jiao, G. Gregori, C. A. Puliafito, and W. Zhao, "Automatic retinal blood flow 
calculation using spectral domain optical coherence tomography," Opt. Express 15, 15193-15206 (2007). 
http://www.opticsinfobase.org/abstract.cfm?URI=oe-15-23-15193. 
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1). S. Jiao, J. Wang, and C. A. Puliafito, “Contrast Enhancement for Imaging the Tears and Contact Lens with 
Optical Coherence Tomography”, ARVO 2008. 
2). H.M. Wehbe, M. Ruggeri, S. Jiao, C. Puliafito, “Quantitative Retinal Blood Flow Measurement and 
Calibration Using Spectral Domain Optical Coherence Tomography”, ARVO 2008. 
 

CONCLUSION 

High resolution OCT images can reveal the detailed anatomical structures of both the anterior and posterior 
segments of the eye. Ultra-high resolution SD-OCT provides a powerful tool for visualizing the 3D microscopic 
structures of the eye in vivo. Incorporating with segmentation algorithms quantitative information like the 3D 
geometry of the retina, retinal thickness map, and tear volume can be extracted from the measured OCT images, 
which make possible more objective quantitative evaluation of eye diseases. It will also simplify and accelerate 
diagnosis and monitoring of retinal disease by enabling prompt triage and therapy implementation by 
optometrists and non-ophthalmologist physicians. The development of registration algorithms makes possible 
more accurate evaluation of images taken at progressive intervals, which will better enable ophthalmologists to 
follow the course of the disease and its treatment. Furthermore, improved resolution of SD-OCT will enable 
telemedicine consultation on retinal disease for non-ophthalmologist health professionals, potentially preventing 
vision loss and blindness. Next step of the study should be focused on optimization of the system hardware and 
registration software to make it more stable and robust. 
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Automatic retinal blood flow calculation using 
spectral domain optical coherence tomography 
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Abstract: Optical Doppler tomography (ODT) is a branch of optical 
coherence tomography (OCI) that can mear;ure the speed of a blood flow 
by measuring the Doppler shift impinged on the probing sample light by the 
moving blood cells. However, the measured speed of blood flow is a 
ftmc.tion of the Doppler angle, which needs to be detem lined in order to 
calculate the absolute velocity of the blood flow inside a vessel. We 
developed a technique that can extract the Doppler angle from the 3D data 
measured with spectral-domain ocr, which needs to extrac.t the lateral and 
depth coordinates of a vessel in each measured ODT and OCT image. The 
lateral coordinates and the diameter of a blood vessel were fll'st extracte.d in 
each ocr stmctural image by using the technique of blood vessel 
shadowgram, a ted nlique fll'st developed by us for e-nhancing the retinal 
blood vessel contrast in the en face view of the 3D OCT. The depth 
coordinate of a vessel was then detennined by using a circular averaging 
filter moving in the depth direction along the axis passing througl1 the 
vessel ce.nter in the ODT image. The Doppler angle was then calculated 
from the extracted coordinates of the blood vessel. The. technique was 
applied in blood flow measurements in retinal blood vessels, which has 
potential impact on the study and diagnosis of blinding diseases like 
glaucoma. 

©2007 Optical Society of America 
OCIS codes: (110.4500) Optical coherence tomography; (120.3890) medical optics 
instrumentation; (170.4580) optical diae)lostics for me.dicine .. 
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1. Introduction: 

Glaucoma is one of the leading causes of blindness in the world and is usually associated with 
increase.d intraocular pressure (lOP). There are two theories for the pathoge.nesis of 
glauc.omatous optic neuropathy (GON): the mechanical and the vascular theory, both of which 
have been the debate subject of multiple research groups throughout the past 150 years. [1,2-
3] The vascular theory considers GON to be the result of ischemia caused by the elevated lOP 
or other risk factors obstntc.ting the blood flow. A tool providing accurate quantitative 
stmc.tural and blood flow information will benefit the study of the etiology of glaucoma as 
well as the developments of new therapies by monitoring the treatment effects non-invasively. 
Optical Doppler tomography (ODT) is a branch of optical coherence tomography (OCT) that 
can measure the spatially resolved speed of a blood flow by measuring the Doppler shift 
caused by the moving blood cells to the probing sample light. [ 4,5] The measured Doppler 

shift ( f d ) is related to the velocity by: 

!, 2nv0 8 d = Tcos , (1) 

where "• is the absolute velocity of the moving blood cells, ..t0 is the ce.nter wavelength of 

the light source, n is the refractive index of the sample and 8 is the Doppler angle. From the 
above e.quation it is dear that the calculated velocity from the measured Doppler shift is the 
projection of the absolute ve:ocity on the direction of the incident probing light. Accordingly, 
in order to calculate the absolute velocity from the measured Doppler shift we need to know 
the Doppler angle8 _However 8 is not only an unknown paramete.r in retinal ODT imaging 
but also changes at different in1aging time. 

Spectral-domain optical coherence tomography (SD-OCT) is a recently developed high 
speed OCT technology that provides higl1 resolution three dimensional imaging of biological 
tissues. SD-OCT provides the means of calculating the Doppler angle from the acquire.d 3D 
data, which provides stmc.tural (3D orientatioa~ and the blood vessel diameters) and Doppler 
infonuation of the retinal blood vessels. [ 6] In tllis paper we report on our study on the 
automatic extraction of the parameters of the retinal blood vessels from the images acquired 
with a high resolution high speed SD-OCT. The retinal blood flow can be calculated upon 
acquisition of tl1ese parameters together with the Doppler information. 

2. Materials and methods 

2.1 Ultra high resolution OCT system. 

A high-speed high resolutiotl 3D SD-OCT was built for the investigation. In the SD-OCT 
system, the low-c.ohere.nc.e light from a three-module superluminescent diode (T-840 
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Broadlighter, Superlum Diodes Ltd. Moscow, Russia) '"~th ce.nter wavelength of 840 lUll and 
HVHM bandwidth of I 00 t11ll is coupled into an optical fiber-based Michelson interferometer. 
In the sample anll, the sample light is delive.re.d to the re.tina by a modified optical head of an 
Ocr 2 system (Carl Zeiss Meditec Inc., Dublin, CA). In the de.tection anll, a spectrometer 
consisting of a collimating lens, a transmission grating (1200 lineln11ll), a multi-element 
imaging lens (f = 180 n11ll), and a line scan CCD camera (Aviiva-SM2-CL-2014, 2048 pixels 
with 14 micron pixel size operating in 12-bit mode) was used to detect the combined 
refe.rence and sample light. The calculated spectral resolution of the spectrome.ter was 0.055 
lUll, which correspond~ to a de.tectable imaging depth range of 3 .I tlllll in air. The calibrated 
depth resolution in the tissue is -3Jlltl, which was corrected with the refractive index of 
biological tissues. The power of the sample light was lowered to 750!t W by adjusting the 
source power to ensure that the light intensity delive.red to the eye was within the ANSI 
standard. ocr scans consisting of a total mullber of 65536 depth scans (A-scans) takes 2.7 
seconds. 

2.2 Doppler imaging 

The measured raw spectral interference signals were processed by using the standard 
algorithm for spectral domain ocr to get the complex signal [ r(t) ] in the time domain. To 

calculate the Doppler shift we first calculated the product of the complex signals for the 
adjacent A-lines: 

(2) 

where r • (t) is the complex conjugate of r {t); A is the amplitude of the product.; (/); is the 

phase of r;(t); i is the A-line mullber. The phase difference among the adjacent A

lines!!.(/); = (/);. 1 - rp; can then be calculate.d. Calculating the phase difference with Eq. (2) has 
the advantage of avoiding the problem of phase unwrapping. 

The projected flow speed on the direction of the incident sample light c.an be c.ak ulate.d 
from!!.(/); : 

!!.f{>;Aof~-line 
41111 (3) 

where v P is the projection of the absolute velocity v a along the depth direction, lo.o is the 

center wavelength of the light source (840 nm), fA- line is the axial scan frequency (24000 A
lines/sec), n is the index of refraction of the sample (-1.4). Accordingly, the maximal speed 
that can be detec.te.d by our system without phase wrapping is ±3.6 mmfsec. 

The Doppler image contain~ bulk motion artifacts that is additive to the Doppler shift 
induced by the blood flow. Bulk motion effect can be quantified for each A-line by using the 
histogram technique [7]. Briefly speaking, the histogram H (!!.rp;) of the phase difference !!.rp; 

was calculated along each indiv~dual line of the Doppler image. H (!!.rp;) contained N bins 

. . I . 1 [ ] ·1 . f !!.rp=, - !!.rpmiu h d varytng m t te mterva - tr,tr wtt 1 a step stze o !!.rp11 = , w ere !!.rp=, an 
N 

!!.rpmin are the maxinttull and minimum of !!.(/); , respectively. The phase shift !!.rpbulk caused 
by bulk motion was obtained by locating the peak of the histogram 

#85050 - $15.00 USD 

(C) 2007 OSA 

(4) 

Re<:eived 9 Jul 2007; re.vised 9 Oct 2007; accepted 25 Oct 2007; pub1i;hed 1 Nov 2007 

12 November 2007 / Vol. 15 , No. 23 / OPTICS EXPRESS 15195 



 

30 

 

D.(j)bulk is subtracted from its corresponding D.(/); to compensate for the bulk motion artifact 

foF ead1 line of the ODT image. 

2.3 Scan patterns and eye movement compensation 

The first scan pattern we used for the study is a. set of evenly spaced concentric circles around 
the optic disc of the eye. Tllis scan pattem was chosen to cover all major re.tinal arteries and 
veins. This scan pattern was used to test tbe algorithms for blood vessel detection. As 
illustrated in Fig. !(a), the circular scan patte.m consisted of 56 nonual density (1024) and one 
high density (8192) depth scans (A-lines). The radius of the circles spanned evenly from 0. 73 
to 2.73mm on the fundus. The high density scan had a scan radius of 1.73mm, which is the 
same as that userl in the conuuercial time-domain ocr mad1ine for glaucoma imaging.[&], A 
donut shaped en f ace ocr fundus image [11] can be generated and registered on the 
corresponding fundus photograph for the same eye. By comparing the ocr fundus image and 
the fundus photograph arteries and veins can be recognized. An ODT image can be generated 
from the higl1 density scan. T11e ODT in1age helps not only verify the accuracy of the 
calculation of the lateral coordinate~ of each recognizable blood vessel but also locate the 
depth coordinate of eadl blood vessel on the high density ocr inJage. 

63 

b 

Fig. I. (a) . Circular scan pattern centered on the optic disk. The black 
circ.les represent the. norma) density s·cans (1024 A-lines); the. white drc1e 
represent the high density scan (&192 A-lines). (b)Arc .scan pattern. Scans 
1,2,3,62,63 are med to calculate. the Doppler angle. Scan 64 is used for 
alignment Scans 4-61 were sc.auniug the. same area. 

Another scan patte.rn we used is arc shaped [Fig. !(b)] for imaging individual blood 
vessels. T11e scan pattern consisted of 63 concentric arcs, each of which has I 024 A-lines, 
subtending an angle of tr 14 '"~th a radius spruming from 1.48 to 1.98nuu, and one depth 
aligmuent scan (reference scan, scru1 No.64) fo:r eye movement compensation. 58 scru1s (scan 
No.4 to No.6!) were repeated at a raditt~ of 1.73 truu. Tllis arrangement of the scans is used to 
calculate the Doppler ru1gle and the flow dynamics. A Dopple.r image was calculated for each 
of the arc. scans, therefore allowing accurate 3D coordinate calculations. 

Also illustrated in Fig. !(a) is the coordinate system we used for the entire study, where 
the X-axis represents the horizontal position, the Y-axis represents the vertical position, and 
the Z-axis represents the depth position. We .also defined r ( 1.48mm::; r::; 1.98mm ) as tile 
scan radius and a ( 0 ::; a ::; 2tr) as the scan angle, both can be pre-detemlined by the scan 
data. For eacll pixel on the circular ocr image the lateral coordinates (x, y ) can be calculated 
as x = rcosa ru1d y = r sina . 
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Involuntary eye movements during image acquisition can cause distortioas to the re.tinal 
OCT images as well as the locations of retinal vessels due to limited imaging speed, which in 
t.um add an error to the Doppler angle calculation. The ultimate solution to this problem is to 
increase the imaging speed. With ctUTent commercially available cameras for the 
spectrometer, the space for improving imaging speed is very limited. As a result., 
compensation for the distortions caused by eye movements with post-processing is necessary. 
To compensate for the eye movements a linear fast reference scan crossing all the arc scans 
was added at the end of the arc scan. During the fast linear scan eye movement can usually be 
neglected, the linear scan provides a reference for all the arc scan in1ages in the depth 
direction. The depth position for each arc scan can be adj usted according to this reference 
scan and thus provides compensation in the depth direction. Compensation according to the 
reference scan image can be done in different ways. In one method we can detect the front 
surface of all the inmges and each B-sc.an will be shifted in the Z direction according to the 
difference of the z coordinates of the surfaces between the B-scan and the reference inmge at 
the corresponding (x, y) position. We can also calculate the shift for each B-scan by means of 
the correlation coefficients between the corresponding A-lines in the circular and reference B
sc.ans. 

The blood vessels can be treated as straight lines in the small arc. scan area. The Doppler 
angle can be calculate.d using the following relationship: 

tlz 
cos B (5) 

Where t.x , Ll.y , and !!.?. are the projections of the vessel segment in the scanned area on the X, 

Y, and Zaxes. Bydifferentiationof Eq. (5) we have 

'( B) - t.xll.zd(t.x) - Ll.y t.zd(Ll.y) + (Lll:2 + Ll./)d(t.z) 
a cos = 2 2 ' 3/ 2 (Ll.x + Ll.y + & -) 

(6) 

In re.tina imaging, 8 is close to 90° andt.z << t.x,Ll.y . As a result., we can see from Eq. (6) the 

variation of the Doppler angle is more sensitive to the variation of!!.?. . So that compensation 
for eye movement in the z direction is the most important in calculating the Doppler angle. 

Fig. 2. (a) . ' i rtual B-scan extracte.d from the 3D data at the location of 
the reference sc.au. The. re.d Hue show.s the segmemed ILM (lllller 
limiting membrane) that is use.d for alignment (b) The. reference scan 
image. 

Fig. 2 shows the extracted image (virtual B-scan) from the acquired 3D data 
corresponding to the positions of the linear reference scan together with the reference scan 
u11age. The i.tmer limiti.t1g membrane (ILM) can be extracted by using our segmentation 
algorithm for both u11ages. By c.ompari.t1g the Z coordinates at the same locations of the 
segmented IL\1 in both images, a compensation c.urve can be generated. 
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2.4 Automatic quantitative blood vessel detection 

2.4.1 Automatic detection of lateral coordinates 

To calculate the Doppler angle, the coordinates of the blood vessel need to be determined on 
each OCT cross sectional image. Our strategy is to flfst detenuine the lateral position and the 
diameter of ead1 blood vessel on the cross s;ec.tional OCT intensity image and then determine 
the depth location of the vessel on the ODT iinage. In an OCT cross sectional image a blood 
vessel casts a shadow behind it, which exhibits as a low reflection region in the ret inal fundus 
reflection graph. However, surface reflections can cause distortions to the blood vessel profile 
and add difficulty in blood vessel automatic detection. Other teduuques were introduced to 
minimize the effect of surface reflection in retinal blood vessel detection. [ 12] Here we used 
our previously published method ktlO\v~l as the shadowgram [I I] to improve the retinal blood 
vessel profile and mininuze the surface reflection effect. Using this tedmique we can generate 
a higl1 contrast retinal reflection distribution called shadowgraph, where ead1 vessel was 
characterized as a low reflection region. 

Fig. 3. Improve.d blood vessel profile. '"ing blood ve;;el shadowgraph. 
(a) Original B-scan image .. (b) The B-scan image. after the . . surface layer 
was remove-d. The. calculate-d fuudus reflection distribution 
corresponding to the B-scan and the fundus shadowgrapb were 
superimpose-d ou the images. 

The shadowgraph was generated by flfst remov~ng the surface layers of the ret inal OCT 
image and the.n sunuuing all the pixel intensity values along each A-sc.an. Fig. 3 shows the 
original OCT image, the image after the surface layer was removed, and the c.akulated 
reflection distributions (the vessel profiles). F rom the c.alc.ulated fundus reflections we can see 
that not only the vessel contrast but also the vessel profile was unproved by usii1g the 
shadowgraph, wluch pronuses a more accurate detection of the vessel location and it~ 

diameter. 
To extract the late.ral coordinate~ the shadowgraph was flfst smoothed by using a smooth 

filter (Savitzky-Golay, length=3, weigl1ing factor=2 1 in Matiab). The backgrotmd was 
removed from the smoothe{! curve by subtracting the low pass filtered data. After 
normalization, thresholding ac.cording to a pr edetenuined value was applie{!. The blood vessel 
locations and diameters were then detennined. 

2.4.2 Automatic detection. of Depth coordinates 

Automatically detecting the depth position of a blood vessel is mud 1 more challengii1g than 
detecting ti1e lateral coordinates. Variott~ methods may be used on either ti1e intensity in1age 
or the ODT image. We first repone{! on th e suc.cessful detection of the depth position of a 
blood vessel on an ODT image after the lateral coordinates and vessel diameter were 
detennined. [ 6] The same method was used in the current study. 

To de.tect the z coordll1ate of the center of a blood vessel, comprehen~ive information 
about ti1e blood vessel was used, i.e. the lateral coordinates, the vessel diameter, and the 
Doppler shift caused by the blood flow. The basic idea is that outside the blood vessel the 
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calculated Doppler shift consist~ of only random noise where inside the vessel the Doppler 
shifts are correlated. Accordingly, a circular window filter moving in the z direction along the 
detected vessel position can be constmc.ted. The diameter of the circular window should be 
equal or less than the diameter of the blood vessel. The ftlter can be either ty-pe of a ftu1ction 
that examines the correlation of the values inside the widow. The simplest ty-pe of the function 
ts averagmg. 

We used an averaging filter for the detection of the z coordinate of a blood vessel. An 
average versus z curve was obtained for each blood vessel. A maximtuu or mininmm will be 
reached, depending on the direction of the blood flow, when the center of the window 
coincides with the center of the blood vessel. Therefore, by locating the maxinmm or 
minin1tuu of the average versus z curve the z coordinates of the center of a blood vessel can 
be de.termined. 

Fig. 4 shows an example of the ODT image of a retinal blood vessel in an arc. sc.an around 
the optic disc (a), the center of the blood vessel marked according to visual measurement (b), 
and the result of the moving circular window filtering. In this c.ase, the location of the 
minin1tuu corresponds to the center of the blood vessel. \Ve can see from the figure that the 
moving circular window filtering worked well in locating the depth position of the vessel 
center. 

(c) 

Fig. 4. Depth coordinate. de.te.ctiou by using a circular window averaging. 
(a) The original ODT image of au arc scan; (b) The. blood vesse.J center 
was marke.d by visual measurement; (c) Averaging curve along the 
dire.ctiou of the A-line passing througl the center of the blood ve.s.}e) with 
a diameter of 60 pixels. Notice the. position of the. peak corresponds with 
the depth position of the center of the blood vessel 

Upon de.temunation of the coordinates of a blood vessel the Doppler angle can be calculated 
by using Eq. (5). The absolute velocity of the blood flow inside the vessel can then be 
calculated. Knowing the absolute average velocity ( v., averaged across the vessel) of the 

blood flow and the vessel diameter (d), the blood flow rate (R) c.an be calculated as 
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Fig. 5 illustrates the procedure for the data processing. 

Circular Register Select 
OCT .... with .... vessels 
scan fundus photo to study 

l 
Bulk OOT Arc - OCT - Eye 

motion - Image - OCT intenstty mowment 
COR"ection scan image compensation 

~ 
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Blood 
vessel 

coordinate diameter 
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Doppler Lateral 
angle coordinates 

Median 
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Absolute 
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w locily 
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now 
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Fig. 5. Illustration of the proce.dure for calculation of the. Doppler angle and the blood flow. 

3. Rtsults aucl discussion 

Fig. 6. Color fundtts photograph of a normal human eye and the. 
corresponding OCT fundus image geuerate.d from the circular scans 
around the. optic disc. 

The algorithm~ for c\e.tecting the vessel coordinates and diame.ters were applied to the 
measured data. Fig. 6 shows the re-constructed ocr fundus image from the circular scan 
arotmd the optic disc and the corresponding color fundus photograph of a nonnal eye of a 
volunteer. By comparing both images retinal arteries and veins can be recognized on the ocr 
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fundus image. The ocr fundus image was use.d to dete.nuine the accuracy of the algoritluu 
for the de.tection of the lateral position of the blood vessels. The OCT fundus image registered 
well with the nmdus photograph. Fig. 7 shows ihe step-by-step data processing results and the 
detected vessel centers and vessel boundaries on tlte circular ocr and tlte ODT images. 

Fig. 7. (a) . OCT image of a high density circular scan (8192 A-line.s) 
around the optic disc of a normal human eye; (b). The. OCT image after 
removal of the .surface layers; (c). :'be original shadowgraph; (d). The 
.sbadowgraph after background correction and normalization; (e). the 
.sbadowgraph after thresholding; (f). Re.coguize.d blood vessel centers 
and boundaries are marke<l on the OCT image; (g). The ODT image for 
the same. OCT sc.an; (h). Magnified ,.;e.w of the region marked in (g). 
where. the calculate-d blood vessel cente-r.s are marke-d. 

To test the ac.curacy of the algoritluu the eyes of four nonual volunteers were imaged and 
analyzed. We define the accuracy for the detection of the lateral coordinate~ as the percentage 
of the number of blood vessels automatically detecte.d to the muuber of blood vessels detecte.d 
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visually on the circular ocr fundtt~ image. We a-chieved I 00% accuracy for the eyes we have 
imaged. The accuracy for the detection of the depth coordinate was defmed by comparing the 
visually determine-d blood vessel center on the Doppler image with the center detenuined by 
the a lgorithm (see Fig. 8 as an example). If the distance between the two centers was less than 
half of the raditt~ of the vessel, we define it as a success. For the imaged nonual eyes we 
achieved an accuracy of 84.4% for all the vesse ls. For large blood vessels (diameter larger 
titan. 50 pixels) depth positions were detected with an accuracy of93.3%. 

Fig. S. (a). the detec-te-d vessel location and botmdaries in an arc scan 
image; (b) comparing the. amomatica1ly dete.cted vesse1 ce.uter (solid 
circle) and the. visually detecte.d center (ope.n circle) on the ODT image 
of a vessel 

The detected blood vessel coordinates contain the effect of eye movement Before the 
vessel coordinates were used for calculation of the Doppler angle eye movement 
compensation was applied to the arc scans. After eye movement compensation linear fitting 
was used for the x, y, and z coordinates of the b lood vessels. The angle of the fitted line in 
refe-rence to the Z axis is the calculated Doppler angle. Fig. 9 shows tlte process and results 
for eye movement compensation for a blood vesse L 

Afte-r calculation of the Doppler angle, the absolute blood flow velocity can be calculated. 
After the ODT image was median filtered the flow spee.d inside the blood vessel was averaged. 
across the vessel for each time point to get the mean of tlte flow speed. One artery marked 0 11 

Fig. lO(a) for a normal eye was studie.d. The calculated Dopple-r angle for this vessel is 87.8°. 
The calculated absolute velocity of tlte blood flow over time is shown in the curve of Fig. 
l O(b) . The blood flow velocity ove.r the time of measurement was calculated to be 30.4±9.5 
nuu/s (mean and standard dev~ation). The standard deviation reflects pulsating behavior of the 
artery. The volunteer's pulse rate measured separately immediately after the OCT intaging 
was 58 pulses/min, which agrees with tlte velocity calculation in Fig. 1 Ob. The diameter of the 
vessel in the measured region is I 09 Jllll. A~ a result, tlte average blood flow in this vessel is 
17 ,.Vmin. 

One vein marked on the fundus photograph sho\vll in Fig. ll(a) for another norutal eye 
was also studied. The calculate-d Doppler angle for this vessel is 87°. The calculated absolute 
flow velocity of the blood flow, averaged across the vessel, is shown in the in Fig. ll (b) . The 
ave.raged blood flow velocity over the time of measurement was calculate-d to be 16.4±3.9 
nuu/s (mean and standard deviation). The diameter of tlte vessel in the measure.d region is 51 
~uu. As a rer;ult, the average blood flow in tltis vessel is 2.01 ~min. 
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Fig. 9 . The detected x, y, and z coordinates of the center of a blood 
vesseB versus the scan radius r. Linear fitting were use.d for 
comp.ensating variations of the x andy coordinates. The coordinates at 
r=l.73 mm are the ave-rage ofthe results of the 58 repeate-d arc scans. 
(a) x versus r; (b) y ver.sus r; (c) z versus r be.fore and a.fter eye 
move.:meut c.ompe.usation. Also shown in (c) ls the range of the z 
coordina1es oftbe vessel center for the j8 re.peated arc scans. 
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ODT images for the artery and vein are also shown in Fig. 10 and Fig. II. During the 
aligmnent for imaging acquisition a real-time ODT image was displayed for the position at 
the repeated arc scan. The ODT image for the blood vessel of interest \vas optimized by 
adjusting the optical head of the OCT system, which is e..quivalent to adjusting the Dopple.r 
angle for the specific vessel. When the ODT image for one vessel was optimized the quality 
of the images for the othe.r vessels also covered by the scan may be deteriorate.d. We speculate 
the reason for this deterioration is caused by that the Doppler angle was c.loser to 90a. 
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Fig. 10 The te•t result of an artery for a norma.! human eye. (a) The 
funduo; photograph. the cross sectional OCT image ai the. position 
marked on the fundu; photograph, and the ODT image. (b) The 
calculated absolute flow velocity average.d across the vessel area. 

The calculated absolute ve.Jocity and flow rates for the artery and vein compared well with 
results obtained using other technologie.s.[ 13] The tests of the tec.lmique on current limited 
number of eyes were successful although more experiments are needed to test the accuracy 
and repeatability. Because the. Doppler angles of retinal blood vessels are dose to 90°, the 
error of the calculated absolute blood flow ve.locity is very sensitive to the error .of the 
calculated Doppler angle. As analyzed in section 2.3 the Doppler angle is more sensitive to 
the eye movement in Z direction than that in X and Y directions, which is important 
considering that there is also no effective technique in the compensation for the. movements in 
the X and Y directions. As a result, in .our current technique eye movement~ in the X and Y 
directions were corrected only with linear fitting. 

T .o test the accuracy .of the calculation of the Doppler angle and the blood flow rate we 
measured the total flow rate of a vein be.fore and after a bifurcation. Two measurements at. the 
locations sho\\~1 in Fig. 12 were taken. For the ftrst measurement we sca1111ed the area that 
contained the vein before bifurcation (parent vessel), while in the second measurement we 
sca!Uled the are.a that contained both branches after bifurcation (daugllter vessels). The tin1e 
interval between the two measurements was about 15 minutes, during which the subject kept 
the same body position. The nvo measurements were taken at the. same c.onditions where the 
room was kept dark to mininlize the outside. influence. to the blood flow. The results of the 
measurements are sho\"11 in Table 1. The calculated average blood flow entering the 
bifurcation from the two branches was 2.23 J.!llmin willie the average blood flow lea"~ng the 
bifurcation was 2.17 J.!llmin. The result provided good validation of our teclmique for the 
calculation of the Doppler angle and the b lood flow rate . We are planning to build a phantom 
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simulating a blood vessel with adjustable 3D orientation and flow rate to further test the 
accuracy of our algorithm. 
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Fig. 11. The test result of a vein for a normal hum-au eye-. (a) The fundus 
photograph, the OCT cross se.dlonal image at the position marke.d on the 
fundus photograph, and the ODT :image. (b) The calculated absolute flow 
velocity averaged across the vessel area. 

Fig. 12. Color fundu.s photograph of a normal human eye with marker.s 
indicating the. location of the .scan areas. Vessel 1 corresponds to the vein 
before bifurcation, while vessels 2 and 3 represe-Ut the vesse-l branches after 
bifurcation. 
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Vessel# 
Diame!er (~m) 
Velocity (nunlsec) 
Doppler Angle. 
Flow (~llmiu) 

4. Conclusion 

Table. l. Calculated parameters of the. ve.s.seL~ .shown in Fig. 12. 

I 2 
103 66 
4.3 8 

81.6° &3· 
2.17±0.57 1.65±0.23 

3 
54 

4.12 
76.3° 

0.58: 0.07 

Doppler angle of retinal blood vessels including arteries and veins were successfully 
c.alcu1ared by ttsing the compreheiLsive infonuarion provided by high speed SD-OCT
stm ctural information from the OCT intensity image and speed infonuation from the ODT 
image. The lateral coordinates of a blood vessel can be extracted accurately by using the 
technique of blood vessel shadowgram, which not only enhanced contrast of the blood vessel 
against the reflecting background but also improved the vessels profile. The depth coordinate 
of a blood vessel was calculated by using a moving circular window filter in the ODT in1age 
after the lateral coordinates and the vessel diameter were extracted. By calculating the 
Doppler angle of a blood vessel the absolute blood flow velocity and the blood flow rate and 
be calculated. The teclmique was successfully tested on retinal arteries and veins for nonual 
human eyes. 
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